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13:10-13:50 How much process data do we need to learn the optimal control by
reinforcement learning? |
JLHERK:  Tae Hoon Oh X
[MEZE] As the digitization of manufacturing processes progresses, the process
data is expected to be available online. Subsequently, an algorithm that can
improve the process performance by continuously utilizing the process data is
required. Reinforcement Learning (RL) is a promising method that can directly
improve the process of productivity by learning. Especially, the model-free RL
can find the optimal control without a model by continuously interacting with the
system. This model-free RL can be applied to any dynamic system, such as
nonlinear, hybrid, or stochastic, providing a unified way to implement a learning
control scheme.

On the other hand, model-free RL may require an infeasible amount of data to
improve the process performance. Compared to robotics or games, where RL was
successfully applied, the time and cost to obtain a single data point of the
manufacturing process are much high. The limited amount of data causes a poorly
learned control policy, which can cause irreversible damage to the system. In this
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presentation, the advantages and limitations of RL will be discussed, mainly
focusing on the required amount of data. Subsequently, the method to improve the
data efficiency of RL will be discussed.
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[Multiscale Process Systems Engineering: application to materials science |
Texas A&M University Joseph Kwon X

(2] Multiscale modeling has played a significant role in understanding and
representing chemical and biological processes. This is achieved by integrating
physical laws at different scales (macroscopic and microscopic) to uncover
mechanisms that explain the emergence of these representations. Consequently,
multiscale modeling has seen successful application in a broad range of domains.
To make multiscale modeling more applicable for specific applications, however,
the suitability and feasibility of different categories of multiscale modeling
strategies need to be well understood. Although there are general guidelines, there
is no one-size-fits-all approach applicable to all process systems. This is because
the developed models must adhere to the end goal of the specific application of
interest. In this talk, a number of challenges remain that will require significant
attention from a research perspective of manufacturing of quantum dots will be
presented.
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